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ABSTRACT
Games are designed to elicit strong emotions during game play,
especially when players are competing against each other. Artificial
Intelligence applied to predict a player’s emotions has mainly been
tested on single-player experiences in low-stakes settings and short-
term interactions. How do players experience and manifest affect in
high-stakes competitions, and which modalities can capture this?
This paper reports a first experiment in this line of research, using a
competition of the video game Hearthstone where both competing
players’ game play and facial expressions were recorded over the
course of the entire match which could span up to 41 minutes. Using
two experts’ annotations of tension using a continuous video affect
annotation tool, we attempt to predict tension from the webcam
footage of the players alone. Treating both the input and the tension
output in a relative fashion, our best models reach 66.3% average
accuracy (up to 79.2% at the best fold) in the challenging leave-
one-participant out cross-validation task. This initial experiment
shows a way forward for affect annotation in games “in the wild”
in high-stakes, real-world competitive settings.

CCS CONCEPTS
•Applied computing→Computer games; •Computingmethod-
ologies→ Computer vision; • Human-centered computing→
Field studies.
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1 INTRODUCTION
Video games are considered one of the leading interactive enter-
tainment media, because of their capability to elicit emotions from
the participants [21]. Recent studies have employed games in order
to analyze the affective state of players [24] as well as the audience
of online video game streams [29]. Moreover, analyzing player af-
fect can play a major role during the design of games [46]. The
analysis of player affect can enable the implementation of person-
alized video games, which adapt to players’ affective state during
game play [28].

Currently, most studies regarding player affective state analysis
consider small-scale single-player casual (video) games. However,
if performed in a competitive multiplayer environment, the study
of player affect can expand beyond examining players’ affective
responses to game events; it enables the study of facets such as af-
fective player interaction and emotion contagion [7]. Furthermore,
the study of player affect “in the wild” [17], although challeng-
ing, encapsulates the spontaneity of players’ affective responses
and boosts generalizability towards real-life game play sessions.
Accurately modeling a player’s affective state during game play
may facilitate not only computers but also humans to map their
opponent’s affective responses to (hidden) in-game information.

In the present paper, we analyze player affect in the wild during a
multiplayer digital card game competition of Hearthstone (Blizzard,
2014). Our goal is to predict player tension by analyzing both com-
petitors’ facial expressions during game play. We consider player
facial expressions a rich manifestation of underlying affect, capable
of being unobtrusively collected through a computer’s webcam.
Furthermore, we select tension as the target affective state as we
expect the time-pressured, multi-layered decision making aspect
of competitive Hearthstone games to elicit this particular feeling
onto the competitors. Similar studies have previously attempted
to analyze player affect during card games; however, they were
conducted under strictly controlled experimental conditions [44].

This paper presents a dataset consisting of over 26 hours of “in
the wild” game play and player facial camera recordings, collected
during an in-person Hearthstone competition. In total, 17 partic-
ipants played 78 games, which resulted in 156 videos containing
the Hearthstone game board and players’ face cameras. The video
footage was processed by two expert players, who annotated the
tension of each player in a time-continuous and unbounded fashion
for every game played. At the same time, we extracted per-frame
estimations of facial action unit intensity values, as well as eye gaze

https://doi.org/10.1145/3582437.3582440
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and head pose estimations using a facial expression analysis toolkit.
We treated the extracted dataset in an ordinal, multiplayer fash-
ion and built a machine learning model which predicts temporal
changes in player tension by analyzing temporal changes in both
participating players’ facial expressions. Through this approach,
we aim to investigate whether the shared social context (live inter-
actions in a real-world competition) can serve as a predictor of one
player’s tension, through its influence on both opponents’ facial
expressions.

We consider this work novel in terms of (a) player affect analysis
in a competitive, multiplayer, “in the wild” setting; (b) treatment of
this complex dataset through ordinal affect signal processing and
leave-one-participant-out cross-validation, and (c) integration of
both opponents’ facial expressions as predictors for one player’s
changes in tension. Ultimately, this research may contribute to-
wards the interpretation of players’ affective responses with respect
to hidden in-game information. The proposed method can be em-
ployed for real-time player tension estimation in broadcast e-sports
tournaments, the majority of which contain a frontal player face
camera. Moreover, we make the curated data (Facial Action Units,
tension annotation) available1 for further research in this testbed.

2 RELATEDWORK
Player affect has been recognized as an important factor for the
design of engaging (video) games [13]. Games have been employed
by researchers to not only elicit emotions, but also to evaluate,
express and synthesize them [46]. A central goal of the study of
emotion in games is to connect players’ emotions to their in-game
experiences [46]. The study of human affect through digital means
is dubbed affective computing, i.e. computing that relates to, arises
from, or influences emotions [35].

Facial expressions are one of the most studied modalities in the
domain of affective computing, as the face is regarded as the body’s
most expressive part [33]. The study of the human face does not
only consider facial expressions as manifestations of emotion, but
may also include eye gaze [20] and head pose tracking [28]. Ekman
and Friesen introduced the Facial Action Coding System [9], a sys-
tem that identifies groups of muscles which are activated in order to
form a facial expression. These muscle groups are also referred to as
Action Units (AUs). Numerous studies have been conducted in order
to associate the activation and intensity of specific AU movements
to the underlying human emotions [39]. However, researchers have
argued that facial expressions are not always directly correlated to
genuine emotions [6]. Several studies have been focused on players’
facial expressions during game play [28]. Using multiple modalities
(including player facial expressions), Doyran et al. [7] collected a
rich dataset containing annotations of player affect and interaction
analysis during board game sessions. Similarly to the present study,
Piton et al. [36] used game play sessions of Hearthstone to validate
the peak-end memory effect in the context of a digital card game;
players’ retrospective memory of game play sessions was mainly
represented by the most emotionally arousing moments or the final
moments of the game. Despite the fact that players’ self-reports
validated the peak-end effect, an analysis of their facial expressions
did not yield the same results. In the present study, we will explore

1https://surfdrive.surf.nl/files/index.php/s/3Paqan93nALhJe3

whether Hearthstone players’ facial expressions provide any de-
scriptive information about their feeling of tension. Importantly,
we track tension and facial expressions throughout the session,
and derive models regarding relative escalation or de-escalation of
tension for the same player within the same session.

Assessing the affective state of (video) game players has been
central to several studies, varying from clinical play sessions [8]
to creating a virtual chess opponent that shows emotion [19]. To
human players, emotion recognition can be highly relevant for
game play. For example, poker players base their decisions on the
assessment of opponents’ emotions (manifested mostly through
their facial expressions and motor actions) as much as on their
own strategic knowledge of the game [14]. This can be generalized
over most card games, where players attempt to extract hidden
information from their opponents’ speech, body motion and facial
expression patterns [14]. Specifically, Slepian et al. [42] discovered
a positive correlation between upper limb motion smoothness and a
poker players’ hand quality. In similar fashion, Vinkmeier et al. [44]
were able to predict poker hand folds by analyzing players’ facial
expressions using the AUs. Apart from facial expression analysis,
games have also been used as a medium to recognize, monitor, or
even manipulate player stress levels [12]. In this paper, we analyze
player facial expressions in order to estimate tension—an affective
state that has been related to stress [15].

The link between user affective states and biophysical data under
controlled laboratory settings has been established [40]. Laboratory-
collected corpora such as RECOLA [38] aim to enable the investiga-
tion of human affective interactions in collaborative tasks. Within
the context of games, the Pow-Wow dataset [47] incorporates an-
notations of human communication types during a multiplayer
collaborative game. However, new technologies have been devel-
oped to enable affect measurement in the wild (i.e. non-controlled
experimental conditions) [17]. In this context, extracting a user
affect baseline is a highly challenging task; to that end, researchers
have employed participant self-report [40] and human expert an-
notation [1] mechanisms. Various datasets discussing affect mea-
surement in the wild have been published, such as AffectNet [32],
SFEW [4], AFEW [5] and FG-Emotions [22]. Regarding facial ex-
pression analysis in the wild, the most prominent affect recognition
methods are machine learning [43] and deep learning [22]. In this
paper, we collect player facial expression measurements in the wild
(with respect to changes in illumination, social interactions between
players and face occlusion during recording). We employ machine
learning methods to estimate player tension and use human expert
annotations as ground truth.

3 COMPETITION DATASET AND
ANNOTATION

To capture manifestations of emotion in high-stakes settings, a
Hearthstone competition with commercial rewards was conducted
at Tilburg University onMay 4th, 2019. This section details the game,
participants, protocol, and data collected during the competition,
as well as how tension was annotated after the competition.

https://surfdrive.surf.nl/files/index.php/s/3Paqan93nALhJe3
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Figure 1: Snapshot of a video recording. Webcam feed is cap-
tured at the bottom left and game screen is captured at the
top right of the recording video file.

3.1 Hearthstone Competition
We chose Hearthstone as the competitive game for this study (see
Fig. 1). Hearthstone is a one vs. one digital collectible card game
and one of the world’s leading e-sports (competitive games) titles.
In Hearthstone, players build decks of 30 cards from a large card
collection and compete against their opponent’s decks. The goal of
the game is to bring the opponent’s health points (HP) to zero (HP
start at 30). The game is played in turns; on each turn, the acting
player draws a card and can use a limited “mana” resource to play
cards (monsters or spells) from their hand onto the game board.
When a player’s HP reaches zero, the game ends.

The competition was set up in best-of-three match format; the
first player to win two games would win a match. A player who
lost two matches in total was eliminated from the competition.
This means that even players who did not win any matches would
play at least four games during the competition. Moreover, the
semi-finals and finals of the competition were played in best-of-five
format (first player to win three games wins the match). After one
match was discarded due to webcam recording failure, a total of 31
matches (78 games) were retained in the dataset.

Commercial rewards were offered to the players finishing in the
top three positions. A gaming mouse and a handmade souvenir
Hearthstone card was offered to the player ranked first. Players
finishing in 2nd and 3rd positions received a Blizzard gift card. Our
experimental protocol included rewards to emphasize the competi-
tive nature of the tournament and to motivate players to win.

Before each match, every player declared three (in best-of-three
matches) or four (in best-of-five matches) different decks that they
had prepared. Each player was allowed to ban one of their oppo-
nent’s decks before each match. If a player won a game with one
of their decks, the winning deck was not allowed to be re-used in
that match.

3.2 Test Environment
The competition was held in a university computer lab area. The lab
consists of two rows of five computers facing each other. For each
match, the two opponent players were seated on opposing PCs. To
ensure eye contact between opponents, the computermonitors were
set at the minimum height configuration. A webcam was mounted
on top of each monitor, recording player facial expressions at 30

frames per second. Alongside the webcam feed, Open Broadcaster
Software (OBS) was used to record the game screen. The Game
Lab’s computers are equipped with high-end processors and GPUs,
as well as a Gigabit cable Internet connection, ensuring minimum
latency for recordings and game play.

Only currently competing players were allowed in the lab area,
to prevent distractions from the audience. Before their first match,
players signed an informed consent form which explained this
study’s goals and data collection processes. Participants were in-
structed to remain seated for the entire duration of their match and
to refrain from looking at adjacent players’ monitors. The latter
ensured that (a) players would face their webcam for as long as
possible and (b) players would not gather information about their
prospective opponents’ decks. No other restrictions were applied,
resulting in loosely controlled experimental conditions. For exam-
ple, players could interact with their opponents during matches. We
imposed as few restrictions as possible to create suitable conditions
for capturing players’ spontaneous facial reactions.

3.3 Process of Data Collection in the Wild
Before their first match, participants signed an informed consent
form and filled in a short questionnaire regarding their gender, age,
estimated hours per week spent on Hearthstone, and a subjective
scoring on experience with Hearthstone on a 1 to 5 scale.

Players’ webcam feed and game screens were captured in a
single video file, through the OBS software. The webcam feed was
positioned at the bottom left of the recording file, while the game
screen was positioned at the top right (see Fig. 1). The overlap
between the two captures does not occlude any important game
features. For each computer, recording started 15 minutes before
the launch of the competition, and ended after the final game was
played. The start and end timestamps of each game, as well as the
relevant participant IDs were manually annotated afterwards by
the authors. The start of a game was defined as the moment when
the player classes (decks) are announced and shown on players’
screens; the end of a game was defined as the moment when the
result is shown on the game screen.

While we considered monitoring alternative input modalities
(e.g. physiological signals or audio recordings), we chose to follow
the data collection protocol described in this section due to the
non-invasive and unobtrusive nature of webcam facial recordings.
Even though wearable physiological sensors could provide a more
reliable measurement of affect, we considered such a solution highly
invasive within the context of in-the-wild data collection.

Furthermore, as shown in Figure 1, the player webcam feed may
capture players or tournament organizers walking in the back-
ground. While the webcam recording could have been setup to
zoom in on player’s faces only, this would lead to loss of infor-
mation when players change their posture; therefore, background
noise could not be entirely avoided. However, the tournament or-
ganizers ensured that players were not allowed to look at their
competitors’ screens and instructed them to leave the room as soon
as their matches were completed. Regarding audio recordings, since
Hearthstone does not require verbal communication between oppo-
nents, we considered that modality irrelevant within the scope of
this study.
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Figure 2: A snapshot of third-person tension annotation us-
ing the PAGAN RankTrace annotation method.

3.4 Participants and Video Dataset
For this study, 17 players (all male, 𝜇 = 22.7 years, 𝜎2 = 3.6 years
of age) signed up and participated in the competition. The average
experience of players was 𝜇 = 3.4 (𝜎2 = 1.2) out of 5 and the
average reported hours per week playing Hearthstone were 𝜇 =

9.4, (𝜎2 = 6.8). A unique participant ID was assigned to each player,
for anonymity purposes.

Data collection resulted in 156 separate game play videos (78
games × 2 players). The total duration of the recordings was 26.5
hours, with an average per-game duration of 10.4 minutes. Each
participant played 9.1 games on average. Table 1 summarizes the
dataset’s main properties.

3.5 Third-person Annotation of Tension
Tension was manually annotated by two expert Hearthstone players
using the PAGAN continuous annotation tool [30]. The annotation
was conducted in June 2020, 13 months after the competition took
place. It is important to note that the annotators had no previous ex-
perience in appraising human facial expressions. Hence, we expect
them to base their annotations mostly on gameplay features. Using
PAGAN’s RankTrace annotation method [23], we defined tension
as an unbounded continuous variable. RankTrace allows users to
define the degree of change of an affect dimension in an unbounded
fashion, while showing the users the entirety of this session’s an-
notation so far (see Fig. 2). Annotators were instructed to annotate
“the level of tension in the video” for each game video in the dataset,
which means that the annotators considered both the state of the
game and the players’ facial reactions while annotating. Tension
was defined as “a feeling of excitement, exhilaration, and suspense,
or frustration and nervousness”. Each game was annotated by both
annotators separately.

It is important to note that besides tension, the two experts also
annotated a player’s winning advantage through a per-frame dis-
crete variable, namely +1 (likely to win), 0 (tie) or −1 (likely to lose).
However, analysis or prediction of players’ winning probability
falls outside the scope of this paper.

Table 1: Properties of the Hearthstone competition dataset.

Properties Dataset

# Participants 17
# Games 78
# Videos 156
Video database size 26.5 hours

Video duration (minutes) mean: 10.4,
min 4.2, max: 40.6

# videos per participant mean: 9.1, min: 4, max: 21

Annotation Perspective Third-person
Annotation Type Continuous unbounded
Affective Labels Tension

4 TENSION PREDICTION METHODOLOGY
With the video dataset and third-person annotation of tension, in
this paper we attempt to model the player’s tension in a relative
manner (as changes from its previous state) based on one or both
players’ facial expressions. Video data is captured at 30Hz and
the tension annotation is captured at 4Hz; such a granularity is
not meaningful when it comes to modeling affect since temporary
glitches or annotator lag can introduce noise to the data. Following
extensive literature on processing time-continuous annotations
[2, 23, 30], we split the data sequences of both input (video dataset)
and output (tension) into time windows of 3 seconds, and we shift
the tension annotation trace by 1 second when aligning it with the
video data [26]. The following sections clarify how we process the
video data used as input to our classification task (Section 4.1), how
we aggregate the two experts’ tension annotations and convert
them into class labels (Section 4.2) and which algorithm we use for
the classification task (Section 4.3).

4.1 Input
This paper explores how facial expressions and similar visual fea-
tures from the players’ captured feeds can be used as predictors of
tension, and the process for extracting such features is presented
in Section 4.1.1. Moreover, we evaluate how the opposing player’s
expressions may also sufficiently capture a player’s tension, and
we describe three treatments for our experiments in Section 4.1.2.

4.1.1 Extracting Data from Video. While the video data annotated
by the two experts include both the game context and the face of
the player whose tension is being assessed (see Fig. 1), in this paper
we focus only on features extracted from the webcam feed. The
OpenFace [3] library is used to extract per-frame estimations of
facial Action Unit (AU) presence and intensity, as well as head pose
and eye gaze estimations. In total, 17 AU, 2 gaze and 3 pose features
are computed on a per-frame basis (the video has 30 frames per
second). Table 2 shows the 22 features calculated in this way.

We discard video frames where the OpenFace confidence level
was below 75%. This threshold was empirically chosen, as we ob-
served that confidence below 75% introduced inaccuracies either
due to face occlusion or out of bounds movement of the head. Re-
moving frames in this fashion is a necessity when the source videos
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Table 2: List of features that were extracted from video pro-
cessing and tension annotation.

Modality Features

AU intensity AU01 (Inner brow raiser), AU02 (Outer brow
raiser), AU04 (Brow lowerer), AU05 (Upper lid
raiser), AU06 (Cheek raiser), AU07 (Lid tight-
ener), AU09 (Nose wrinkler), AU10 (Upper lip
raiser), AU12 (Lip corner puller), AU14 (Dim-
pler), AU15 (Lip corner depressor), AU17 (Chin
raiser), AU20 (Lip stretcher), AU23 (Lip tight-
ener), AU25 (Lips part), AU26 (Jaw drop), AU45
(Blink)

Gaze gazeX, gazeY

Head Pose poseX, poseY, poseZ

are collected in-the-wild, as users were often moving around, talk-
ing, or forgetting about the presence of the webcam. This cleanup
step removes only 4.4% of the total frames across all sessions.

Since we need to aggregate these 22 features in 3-sec time win-
dows (9̃0 frames), we calculate both the mean and maximum value
of that feature within those 3 seconds. Moreover, since we are inter-
ested in predicting the relative change of tension (see Section 4.2),
we also calculate the difference of the mean or max feature from the
previous time window. With these four ways of processing each of
the 22 per-frame features (two absolute as mean and max of a time
window, and two relative as the differences between the current
and previous time window) we collect 88 inputs per window.

4.1.2 Multiplayer Data as Input. A key research question in this
work is how effective the multiplayer perspective is as a predictor
for one player’s tension changes. Here we introduce three different
ways of preparing the input for the classification task described in
Section 4.3.

As our baseline, we assume that the player’s facial expression
reveals their tension levels. This view aligns with a general view
within affective computing, where modeling a user’s affect from
their facial expressions is almost ubiquitous [7, 16, 18]. We identify
this treatment as player in perspective (PiP), and use the 88 features
extracted from the current video that the annotators have assessed
in terms of this player’s tension. No videos of this player are in-
cluded in the training set (leave-one-player-out cross-validation as
described in Section 4.3).

To assess whether the context of one player’s tension can be cap-
tured in the other player’s facial expression, we create the opponent
player (OP) dataset which includes the 88 features extracted from
the video of the opposing player which captures the same game.
Our hypothesis here is that two people share the same context:
a competitive game where one event may increase the feeling of
tension for both players, but ultimately bring one player closer to
winning and the other closer to losing. Therefore, in the majority
of cases, the player’s reaction to such an event should be the op-
posite of the opponent’s. Moreover, since the experimental setup
allowed both players to see each other, the social context may also
play a role (e.g. a smirk or laugh at the opponent) in triggering

Figure 3: Graphical illustration of the tension ordinal rank-
ing label calculation (𝜖 = 0.01). The ordinal ranking labels
between successive 90-frame average tension values are il-
lustrated as an upwards arrow (escalating tension) or down-
wards arrow (de-escalating tension).

facial expressions from both players. Since the video being anno-
tated only displays the webcam of the player in perspective, the
opponent player’s facial data are extracted from their respective
recording. This means that the opponent’s facial expression data
has been included in the training set, but is only trained to predict
that opponent’s tension (not the player’s in perspective). There is
thus no data leakage during leave-one-player-out cross-validation.

Finally, we combine both the features of the player in perspective
and the opponent to produce the mutliplayer (MP) dataset, which
includes 176 inputs from the two videos. Our hypothesis here is
that the two players who share the same context (both in terms of
game state and real-world social cues) can more accurately capture
the reasons why a player’s tension level changes. Once again, in
leave-one-player-out crossvalidation only the footage and tension
traces of the player in perspective are omitted, with no data leakage.

4.2 Output
Our goal is to build robust predictors of a player’s tension from their
facial expressions during a real-world, high-stakes competition.
Here we discuss how we treat tension in a relative fashion to derive
class labels (Section 4.2.1) and how we aggregate the assessments
of the two experts (Section 4.2.2).

4.2.1 Labels for Relative Tension Changes. We follow [45] and treat
emotions in an ordinal fashion. Therefore, we are not interested
in the absolute value of tension—which would mean little anyway
since RankTrace annotations are unbounded—but rather on how
tension changes over time. As a first step, we normalize each annota-
tion trace (i.e. in one video and by one annotator) to a value range
within [0, 1] via min-max normalization. Since tension annotations
are collected at 4Hz, we average the tension values within a 3-sec
time window (𝑛) to derive that window’s tension (𝑡𝑛). We then
calculate the difference between mean tension in the current time
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window and the previous one: Δ𝑡 = 𝑡𝑛 − 𝑡𝑛−1. This relative value
represents the point-by-point change (escalating, de-escalating or
stable) in each feature’s time series. To remove noise, we define a
decision threshold 𝜖 for what constitutes a valid change in tension
between consecutive time windows. Using this threshold, we label
data points where Δ𝑡 > 𝜖 (positive values) as “escalating tension”
and Δ𝑡 < −𝜖 (negative values) as “de-escalating tension” (see Fig. 3).
All values within [−𝜖, 𝜖] are considered ambiguous, as the direction
of change for tension is not distinct enough, and are discarded for
the purposes of classification experiments in Section 5.

We have selected four threshold values in order to incorporate a
sensitivity analysis on our labeling algorithm: 𝜖 = {0.1, 0.05, 0.01,
10−6}. At high thresholds, we follow an aggressive approach and
remove many instances where the annotation does not dramati-
cally shift between consecutive 3-second intervals. This approach
results in a “cleaner” dataset which only contains significant data
points, but consequently lowers the volume of training and test
data; moreover, there is the risk that some patterns in the data will
be missed. At lower thresholds, we are more lenient and consider
even smaller changes in the tension annotation to qualify as valid,
resulting in a larger but potentially less clear-cut dataset. While
past work has often found that the best models perform with a
ranking threshold of 0.1 or above [25, 31], we include 𝜖 = 10−6 in
our tests as a baseline that essentially considers all but the smallest
changes to be valid tension rankings.

4.2.2 Annotator Trace Aggregation. In order to aggregate the two
annotator’s tension traces in an ordinal fashion [45], we use an
ambiguity-aware (AMBER) aggregation method [41]. After having
normalized and labeled both annotators’ tension traces, we discard
all data points where the annotators’ tension labels showed absolute
disagreement (escalating vs. de-escalating tension or vice-versa).
This means that the data points where the two annotators showed
mild disagreement (i.e. where one annotator was ambiguous while
the other was not) were still included in the data set, labeled as
escalating or de-escalating based on the annotator that was certain.
Note that applying AMBER in this way counteracts some of the
dangers of high 𝜖 values which may render much of the dataset
as ambiguous, since only one annotator needs to be certain for
the data point to be retained for training and testing. In this way,
AMBER manages to augment the dataset. Indicatively, for 𝜖 = 0.01,
annotator A’s ordinal tension rankings had a per-fold average of
9,900 data points, and annotator B produced a per-fold average of
7,700 data points. The AMBER aggregation resulted in a per-fold
average of 13,700 data points. Out of these, an average of 12,900
data points constituted the training set and an average of 800 data
points were used for testing.

4.3 Classification Algorithm
Through the processes described above, we collect a dataset to run a
classification task, with the “escalating” and “de-escalating” tension
labels as target classes. This classification task aims to explore
whether, and to what extent, players’ facial expressions can be a
good predictor of tension during a competitive high-stakes game.

A Random Forest (RF) was the preferred classifier, as it was
shown to perform well in the classification of player facial expres-
sions within the context of games [28]. RFs are decision-tree based

Figure 4: Test classification accuracy of the RF classifier using
various maximum decision tree depth settings, using data la-
beled with 𝜖 = 0.01. Results are averaged from 5 independent
runs, with the 95% confidence interval as shaded area.

learning algorithms that can be employed in both classification and
regression tasks. We implemented RF classifiers with 100 estima-
tors and entropy as a splitting criterion, using the scikit-learn
Python library [34].

The classification task was conducted using a leave-one-player-
out method, meaning that the classification task was 17-fold; each
fold used a separate player’s facial expression data as a validation
set, and the predictive model was trained on the remaining 16 play-
ers’ data. Every classification fold was run 5 times and the average
score was calculated. To ensure class balance before classification,
two mirrored observations from each pair of consecutive ordinal
tension rankings were extracted, following [31]. Specifically, if 𝑡𝑛
and 𝑡𝑛−1 are two consecutive average tension values (at time win-
dows 𝑛 and 𝑛 − 1 respectively) and 𝑦 = 1 (escalating tension) is the
label derived from 𝑡𝑛 − 𝑡𝑛−1, we then also include the mirrored data
point 𝑦′ = −1 (de-escalating tension, deriving from 𝑡𝑛−1 − 𝑡𝑛) in
the dataset. This over-sampling method was applied both to the
training set and the test set, ensuring a random guesswork accuracy
of 50% for both sets.

5 RESULTS
The main dimension we wish to explore in this paper is the impact
of facial data originating from the player in perspective (PiP), the
opponent player (OP), or both (MP), in predicting tension changes.
However, parameters in the learning process that may affect the
predictive power of the Random Forest (RF) include the maximum
depth of its trees, and the ambiguity threshold (𝜖) which affects
the size and noise of the training and testing set. We conducted
leave-one-player-out cross-validation experiments (repeating each
experiment five times) with different maximum tree depth parame-
ters, and chose the best maximum depth for each treatment (PiP, OP,
MP) and each threshold value. Having a high maximum depth in
RFs may lead to over-fitting. As shown for an indicative threshold
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Table 3: RF test classification accuracy (%), using different la-
beling thresholds (𝜖) and the best max depth per setup. Both
mean and best fold results are averaged from 5 independent
runs, with 95% confidence interval in parentheses.

Player in perspective Multiplayer Opponent player

𝜖 Mean Best
fold Mean Best

fold Mean Best
fold

0.1 61.2 (±1.0) 71.4 61.5 (±0.9) 69.2 60.7 (±1.0) 70.9
0.05 64.3 (±0.9) 74.4 65.3 (±1.0) 76.3 64.6 (±1.1) 75.4
0.01 65.5 (±1.0) 77.9 66.3 (±1.1) 79.2 65.6 (±1.1) 78.0
10−6 65.7 (±1.0) 77.3 66.5 (±1.1) 78.0 65.8 (±1.1) 77.4

𝜖 = 0.01 in Fig. 4, higher max depth values lead to more accu-
rate models but allowing any depth (i.e. None) in the RF leads to
over-fitting and a drop in test accuracy.

Using the best max depth parameter setup, Table 3 shows the
classification accuracy of the three treatments across different la-
beling thresholds. Although the three different models achieved
moderate accuracy versus a random guess baseline of 50%, we ob-
serve that the MP model consistently outperforms the PiP model.
While there are no significant differences in test accuracies when
averaging across all folds, it is more relevant to compare model
accuracies on the same fold (i.e. the same unseen player) through a
paired Wilcoxon signed-rank test. Except for 𝜖 = 0.1, for all other
thresholds the MP model fold accuracies were significantly higher
in the paired test than both PiP and OP models (𝑝 < 0.05). Indica-
tively, for 𝜖 = 0.01 the MP model had strictly higher average test
accuracies (from five independent runs) than the PiP model in 15 of
17 folds, and the OP model in 13 of 17 folds. Out of these, looking
at the distribution of results per fold across the five independent
runs via one-tailed Mann Whitney U tests (𝑝 < 0.05, 5 samples),
the MP model significantly outperforms the PiP model in 12 of 17
folds and the OP model in 10 of 17 runs.

Worth mentioning is that a player’s escalating or de-escalating
tension seems to be predicted with equal accuracy by their own,
or by their opponent’s facial expressions separately. Our initial
hypothesis was that the tension of the opposing player (which was
in the training data) somehow matched the tension of the player in
perspective. To provide some insight, we calculated a per-game cor-
relation coefficient of the two participating players’ ordinal tension
rankings, to examine the similarity of the produced signals. The av-
erage coefficient value extracted over all games was 0.08 (𝜎2 = 0.12),
indicating no significant correlation between the player’s own ten-
sion shifts and their opponent’s. Generally, we conclude that within
the context of this experiment, a multiplayer approach yields more
accurate results than a single-player approach.

Regarding the labeling threshold, we observe that 𝜖 = 10−6
marginally produces themost accurate classifications. However, this
threshold may incorporate noise since nearly all shifts in tension
are considered; instead, with a threshold of 𝜖 = 0.01 we achieve
comparable accuracies (with a higher accuracy on the best fold)
with a less noisy ground truth. We choose therefore to focus on
𝜖 = 0.01 in our analysis, as evidenced already in Fig. 4. It is evident
that aggressive data cleanup with thresholds of 𝜖 = 0.1 does not
result in particularly accurate models even with the MP treatment.

Indicatively, the total number of valid tension changes with 𝜖 =

10−6 is 15,000, dropping to 13,700 with 𝜖 = 0.01 (8.7% drop); with
𝜖 = 0.1 only 5,100 valid tension changes remain, almost a third that
with the most lenient threshold.

In additional experiments, we investigated whether the two ex-
pert annotators’ individual traces could lead to different prediction
accuracies. At 𝜖 = 0.01, the best scoring model using only anno-
tator A’s traces produced an average prediction accuracy of 64.7%
(77% at the best fold). Using annotator B’s annotation traces, we
reached an average prediction accuracy of 66.5% (79% at the best
fold). While accuracies with data from annotator B is comparable
to those reported in Table 3, the aggregation method based on inter-
rater agreement described in Section 4.2 results in larger datasets
and a more reliable ground truth.

6 DISCUSSION
In this paper, we studied the relationship between players’ facial
expressions and the perception of players’ tension via third-person
annotations. Using a large dataset of over 26 hours and 78 com-
plete games of Hearthstone, we attempt to derive models of tension
from facial expressions alone. When predicting a players’ ordinal
tension rankings through their recorded facial expressions, our
best model reached an average accuracy of 65.5%. Moreover, by
including the opponent player’s facial expressions as inputs, we
consistently outperformed models trained on expressions of the
player in perspective. Our best multiplayer model reached an av-
erage accuracy of 66.3% (79.2% at the best fold). This shows that
even though our models were not based on the shared context (e.g.
in-game data), opponents’ affective states are likely to be connected
and synchronously manifested through their facial expressions. Fur-
thermore, after a sensitivity analysis we concluded that a lenient
threshold of what constitutes tension change is preferred, since
it increases the robustness of the model by incorporating a larger
dataset to learn from. The study argues that real-world instances of
game play where the tension level may be higher due to high-stakes
competition can offer more insight regarding the impact of game
play on affect and its manifestations (e.g. via facial expressions).
The few studies using real-world footage of high-stakes games
have so far focused on poker tournaments [42]. With this study we
contribute a novel treatment of real-world high-stakes data that
combines facial expressions and game play footage and provide a
first exploration for how this dataset can be processed to derive
computational models of tension.

While the dataset is rich in both breadth of games (including
e.g. short games and very long games) and in modalities captured
(game footage, webcam feeds), it should be noted that all partici-
pants in the tournament were white males. This bias is a byproduct
of the uncontrolled, in-the-wild nature of the event. Participation
to the competition was voluntary and open for all ages and gen-
ders; participants were not manually selected. Earlier studies on
players’ posture and expression have shown that different genders
can manifest emotion while playing differently [27]. Future experi-
ments should strive for a broader diversity in the players captured.
Additionally, future experiments could explore alternative inputs,
such as player posture and gestures. Such modalities, while still
extracted through non-invasive webcam recordings, may prove to
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be accurate descriptors of player affective states. On the contrary,
while wearable wristbands could provide reliable physiological mea-
surements of affect, we consider these types of sensors invasive and
believe that their measurements are not transferable from strictly
controlled experimental conditions to in-the-wild data collection.

Another limitation in our current work is that the third-person
annotation of tension proved to be challenging as evidenced by the
different levels of accuracy achieved from each annotator’s traces.
We hypothesize that a first-person annotation trace, e.g. by the
player watching their own game play footage after the game, could
better capture the ground truth of their affective states. However,
such annotations may add more noise as each player can assess only
their own footage and annotate idiosyncratically. Moreover, asking
players to annotate 10-minute videos during a competition could
hinder their emotional commitment to the high-stakes, “real-world”
nature of the eliciting event. Lastly, recent studies have shown a
connection between player facial expressions and level of expertise
[10, 11]. This may indicate that expert players deliberately regulate
their facial expressions to hide their emotions about the current
game state from the opponent. As a consequence, detecting tension
from these players’ facial expressions becomes an increasingly
challenging task.

This first exploration of the relationship between players’ expres-
sions and tension can be expanded with additional modalities. Since
Hearthstone is a fairly long game, additional experiments could ex-
plore alternative treatments of the tension shifts rather than the
current ordinal rankings. Potential alternatives could explore longer
time windows when averaging both features and tension values
(e.g. using each player’s game turn as time window), or finding
tension shifts with dynamic (and longer) time intervals rather than
the current constant (and short) window of 3 seconds. An obvious
next step is to include the raw pixels of the webcam footage as
additional input to the processed features from OpenFace. More
ambitiously, the entirety of the captured video, including the game
play footage, could better capture the context for both the player’s
facial expression and the annotators’ perceived tension. Since anno-
tators were shown both game play footage and webcam feed (see
Fig. 1), it is possible that one annotator may have focused on the
webcam feed while another may have focused on the game play
context to assess tension. Through the use of deep learning and
multimodal fusion [37] it is possible to capture the patterns both in
the pixels of game play [24] and the pixels of the player’s webcam
feed and thus better predict emotion. Lastly, we expect deep learn-
ing models to potentially detect players’ non-facial reactions, such
as hand gestures, head pose and eye gaze movements.

Beyond the perceived tension of players, future work will explore
how facial expressions or even the predicted tension can be used
as predictors of game play outcomes, such as the final winner of
the match or the experts’ per-frame winning advantage annotation.
We believe that such predictions, if extracted through explainable
AI, could be leveraged by competitors in order to extract hidden
in-game information (e.g. an opposing player’s evaluation of the
current game state) from their opponents’ affective signals.

7 CONCLUSION
This paper studies how players’ facial expressions in a real-world
and high-stakes competition of a popular (video) game can be used
as predictors of the players’ tension levels. The specifics of the
dataset, collected in 2019 during a Hearthstone competition and
combining webcam feed with in-game footage, pose interesting
challenges as discussed in the paper. The long (and inconsistent)
duration of the videos, the imbalance of the dataset in terms of how
often certain participants appear, and the need for third-person
annotation make the problemmore difficult. By treating both inputs
and tension outputs in a relative fashion, and by observing the
fluctuation in tension levels through a multiplayer perspective,
this paper offers a way forward for processing game play footage
collected “in the wild”. The takeaways and key next steps that
emerge from this study can help drive research in this challenging
affect modeling task.
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