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1 Introduction
As the volume of data for Machine Transla-
tion (MT) grows, the need for models that can
perform well in specific use cases, like patent and
medical translations, becomes increasingly impor-
tant. Unfortunately, generic models do not work
well in such cases, as they often fail to handle
domain-specific style and terminology. Only us-
ing datasets that cover domains similar to the tar-
get domain to train MT systems can effectively
lead to high translation quality (for a domain-
specific use-case) (Wang et al., 2017; Pourmostafa
Roshan Sharami et al., 2021; Pourmostafa Roshan
Sharami et al., 2022). This highlights the limita-
tion of data-driven MT when trained on general-
domain data, regardless of dataset size.

To address this challenge, researchers have im-
plemented various strategies to improve domain-
specific translation using Domain Adaptation (DA)
methods (Saunders, 2022; Sharami et al., 2023).
The DA process involves initially training a
generic model, which is then fine-tuned using a
domain-specific dataset (Chu and Wang, 2018).
One approach to generating a domain-specific
dataset is to select similar data from generic cor-
pora for a specific language pair, and then uti-
lize both general (to train) and domain-specific (to
fine-tune) parallel corpora for MT. In line with
this approach, we developed a language-agnostic
Python tool implementing the methodology pro-
posed by Sharami et al. (2022). This tool uses
monolingual domain-specific corpora to generate
a parallel in-domain corpus, facilitating data selec-
tion for DA.

The tool’s operation requires three inputs: (i)
a parallel generic corpus for the source language,
(ii) a parallel generic corpus for the target lan-
guage (iii) a monolingual domain-specific corpus
for the source language. Additionally, users can in-
put their desired number of selected data as an op-
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tional parameter. Once these inputs are provided,
the pre-trained S-BERT (Reimers and Gurevych,
2019) model is employed to transform inputs (i)
and (iii) using Siamese and triplet networks. We
reduced the original word embedding dimension
from 768 to 32 using PCA (Jolliffe, 2011) to make
it less computationally expensive. If the size of
the corpus (iii) is exceeded by the desired number
of selected data, the generic corpora are split into
multiple equal parts, and each of these parts is used
separately in the subsequent step.

The final step involves using semantic search to
find generic sentences that are similar to domain-
specific data. This is done by comparing the vec-
tors of sentences and ranking them based on their
cosine similarity score. The sentence with the
highest similarity score is labeled as Top 1, while
the one with the lowest similarity score is labeled
as Top N . The default value for N is 5, which is
based on the original research paper, but users can
choose a different value for N . For each split, the
tool then creates a CSV file that includes informa-
tion about the domain-specific sentence (labeled as
Query), the top selected source and target sen-
tences (labeled as topNsrc and topNtrg), and their
corresponding similarity scores. By concatenat-
ing the CSV columns generated, one can obtain as
much data as previously requested.

Our tool is particularly useful to the MT com-
munity as it addresses the scarcity of parallel
domain-specific data across different language
pairs. By using our tool, users can seamlessly
select domain-specific data from generic corpora
to train a domain-specific MT model. This tool
is typically used when there is a lack of domain-
specific data or when only monolingual data is
available. However, our tool is generic and not
limited to the size of the domain-specific data.

Our tool is licensed under the MIT License
and is accessible to the public for free at
https://github.com/JoyeBright/
DataSelection-NMT/tree/main/
Tools_DS.
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