
An Internet-assisted Dixit-playing AI
Dimitris Vatsakis
Tilburg University

Tilburg, The Netherlands
vatsakisd@gmail.com

Paris Mavromoustakos Blom
Tilburg University

Tilburg, The Netherlands
p.mavromoustakosblom@uvt.nl

Pieter Spronck
Tilburg University

Tilburg, The Netherlands
p.spronck@uvt.nl

ABSTRACT
This paper investigates the development of an Artificial Intelligence
(AI) agent which plays the voting phase of the board game Dixit.
Given a set of open cards and a lexical “hint” provided by a player,
our algorithm aims to predict which card the hint originally refers
to. The AI agent is developed using Machine Learning (ML) algo-
rithms for Natural Language Processing (NLP). The AI agent is
equipped with models that explore data of human-played games
and retrieves information from the internet to deal with any short-
age of information. We show that the Dixit AI agent we developed
is more accurate than the average human player in finding the card
which corresponds to a hint.
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1 INTRODUCTION
In the last 70 years, board games have been used as a stepping stone
in artificial intelligence (AI) research. Game AI has proven itself a
valuable means for AI and machine learning research [17]. While
most research into the AI of board games investigates two-player,
deterministic games such as chess, in the last decade some research
has investigated modern board games for more than two players.
These investigations usually focus on the tactical and strategic
aspects of these games, rather than the social aspects. In the present
research, we diverge from this focus by creating an AI agent that
plays the game Dixit [18].

Dixit is a social board game containing illustrated cards (some
examples are shown in Figure 1). The game’s theme is “storytelling.”
The gameplay elements promote social interaction, mental exercise
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and creative thinking. In the game, the players are supposed to
identify a card based on a hint given by one of the players; the
hint is purposefully kept vague, as the player giving the hint wants
some, but not all players to find the correct card. The game’s rules
are discussed in more detail in Subsection 2.2.

We explored the possibility of creating an AI agent which plays
Dixit in 2017 [9]1, which showed that such an agent may reach
human-level abilities when based on simple machine-learning mod-
els and information gathered from internet-search engines. We
expanded on the previous research by implementing multiple mod-
els which cooperate to gain an improved interpretation of the hints.

1The dataset is available for download at http://www.spronck.net/datasets/Dixit_AI_
data.zip

Figure 1: Examples of Dixit cards.
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This paper explains how we created a Dixit-playing AI, and
analyzes its strength as a Dixit-player.

2 RELATEDWORK
In this section we discuss related work on AI for social board games
(2.1), and introduce the rules for Dixit (2.2). We then briefly discuss
social interaction in Dixit (2.3), and describe the well-known TF-IDF
algorithm which we use in our research (2.4).

2.1 Social board game AI
While there is a wealth of research into AI for deterministic and
strategic board games, little research has been done into board
games with a strong social component. A notable exception is re-
search into Poker (e.g., [3, 4, 14]), where social cues may play a
role in human tactical considerations. Poki [2] highlighted the im-
portance of opponent modeling for creating a strong Poker AI,
contradicting the popular belief that Poker is a chance-driven gam-
bling game.

Some AI researchers have expressed an interest in exploring
games in which social interaction is a core component, i.e., games
which rely heavily on players’ social and cognitive skills. Bard
et al. [1] suggest Hanabi as a new grand challenge for board game
AI, Ellis and Hendler [7] suggest Dungeons and Dragons (D&D),
while Kunda and Rabkina [12] suggest Dixit. Of these, in particular
Hanabi has seen some investigation [8, 13].

2.2 Dixit
Dixit is a board game that is played with large, richly illustrated
cards, which are all different. The base game contains 84 cards, four
of which are displayed in Figure 1.

The game is playedwith four to six players. Each player is handed
six cards which are kept secret. Each round, one player takes the
role of “storyteller,” while the others take the role of “audience.”
The storyteller selects one of their cards and places it face-down
on the table. The storyteller then gives a hint, usually in the form
of a sentence, to what the card depicts. The other players each then
select a card from their hands, and place them face-down on the
storyteller’s card. The storyteller shuffles the cards and displays
them face-up. Each player, except the storyteller, then votes in
secret for which card is the storyteller’s. Players are not allowed
to vote for their own card. Finally, the storyteller reveals which
was the correct card, points are distributed, each player gets a fresh
sixth card, and the storyteller role goes to the next player.

The crux of the game is that the storyteller wins the round
(and only gets points for the round) if at least one player correctly
identifies the storyteller’s card, but not all players do. Therefore,
the hint can neither be too clear, nor too vague.

The storyteller gets 3 points if they win the round, and all players
who guessed correctly also get 3 points. If the storyteller loses, all
players get 2 points. Furthermore, in both situations players get 1
point for each vote that their own card received. The game ends
when at least one player reaches a total of 30 points. The player
with the most points wins the game.

2.3 Social interaction in Dixit
Dixit is heavily dependent on players’ interactions and on their
social skills. Social science researchers have recognized this feature
of the game, and used Dixit as a medium for group communication
[20] and communication therapy research [10, 15]. The social in-
teraction in Dixit is driven by the formulation of the storyteller’s
hints.

Hints in Dixit are not bound by any rules. However, storytellers
are restricted by social factors. When giving a hint, they must make
sure their message reaches a “common ground” with some (but
not all) of the players. Common ground is defined as “the mutual
knowledge, beliefs, and assumptions shared by the speaker and
addressees” [6]. Common ground makes communication more effi-
cient by transmitting large amounts of information with minimal
effort and expressions. It is built on social interaction and com-
munication. It can be gained by referring to everyday events and
activities, pop-culture concepts, and popular ideas, rather than by
addressing personal views or activities.

To interpret a hint, the audience has to decode it by employing
the common ground they share with the storyteller. If an AI agent
is to interpret a hint correctly, it has to imitate this process by
determining what the specific common ground is that the hint uses,
and linking it to the different cards on display, to identify the one
most likely fitting the hint.

2.4 TF-IDF
The Dixit AI agent that we describe in this paper makes use of the
TF-IDF algorithm used for text mining.

The TF-IDF (Term Frequency – Inverse Document Frequency)
algorithmwas introduced by Jones [11]. It has the ability to quantify
the importance of terms inside a corpus [19]. The TF-IDF algorithm
has been used for solving various Natural Laguage Processing (NLP)
tasks, such as text classification [21], text summarization [5], and
extracting keywords out of a variety of different corpora [16].

The TF-IDF algorithm attaches weights to terms in documents
in a corpus. A term can vary from a single word to a short sentence.
For each term 𝑡 in document 𝑑 , it calculates the weight𝑊 (𝑑, 𝑡) as
follows:

𝑊 (𝑑, 𝑡) = 𝑇 (𝑑, 𝑡) · 𝑙𝑜𝑔
(

𝑁

𝐷 (𝑡)

)
where𝑇 (𝑑, 𝑡) is the term frequency (TF) which represent how often
term 𝑡 occurs in document 𝑑 , 𝑁 is the number of documents in
the corpus, and 𝐷 (𝑡) represents the number of documents in the
corpus which contain term 𝑡 . The resulting value indicates how
important a word is for a particular document: the higher𝑊 (𝑑, 𝑡),
the more identifying term 𝑡 is for document 𝑑 in the corpus.

By calculating TF-IDF values for a new document, a distance
from the new document to other documents in the corpus can be
determined, thereby assessing where the new document belongs.
For instance, if a corpus contains documents from a variety of
authors, the TF-IDF algorithm may be able to indicate who the
author is of a new document.
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3 DIXIT AI AGENT DESIGN
In this section we explain the details of the Dixit AI agent that we
developed in the research. We start by giving an overview of the
different models used in the Dixit AI agent (3.1) and the datasets
that we built (3.2). We explore the Dixit dataset (3.3), and then
discuss each of the four models from which we built the Dixit AI
agent (3.4 to 3.7)

3.1 Models
The goal of the Dixit AI agent developed in this paper is to identify
among a number of candidate cards which is the one contributed
by the storyteller. In a regular Dixit game, the players process the
hint while examining visually the displayed cards, but this AI agent
purposely makes use of only the hints’ text to assess the target
card. As displayed in Figure 2, the AI agent is a composite of two
prediction models: (1) a keyword similarity model (Subsection 3.5),
and (2) a web search model (Subsection 3.6). Both models take
as input the hint supplied by the storyteller and the candidate
cards. Each of the models delivers to a decision model a prediction
based on the input. The prediction is either “unknown” (in case
the model cannot make a prediction), one card, or two cards (the
“best” prediction and the runner-up), each with a score. Based on
the outputs of the two prediction models, and of the baseline model
(Subsection 3.4), the decision model (Subsection 3.7) selects one of
the candidate cards as the final prediction.

3.2 Datasets
We created two datasets to build the AI, namely the following:

Dixit. The Dixit dataset contains information on Dixit games played
via the website boiteajeux.net, comprising games played between
July 2012 and September 2021. The games only use the 84 base
game Dixit cards. Each game consists of a number of rounds, each
round becoming a row in the dataset. A round consists of one hint,
the cards played during the round, an indication of which the sto-
ryteller’s card is, the votes that each card garnered, and sometimes
(in about a quarter of the rounds) an explanation entered by the
storyteller after the round was played. We manually inspected the
hints and removed rows with hints which consisted only of a web

Figure 2: Dixit AI agent flow chart.

address, and rows with hints in a language other than English, ex-
cept when they comprised a common phrase (e.g., “carpe diem”),
a well-known work of art (e.g., “Le Petit Prince”), or a name of a
franchise, person, or landmark. Web links in the explanation items
were removed. This left us with 116,226 rows in the dataset. We
split this dataset randomly into three parts: a training set (80%), a
validation set (10%) and a test set (10%), using stratification with
the storyteller’s card as target variable.

Google search. The Google search dataset contains, for each row
in the Dixit dataset, a list of URLs. These URLs were acquired by
individually feeding the hint and the explanation of each row into
a Google search (we used the Python library googlesearch for this).
Out of the first ten results retrieved, we recorded (if any) the URLs
that link to the popular encyclopedic websites: wikipedia.org and
fandom.com. This resulted in a total of 347,964 rows, each row
indicating a URL, the order in which it appeared in the Google
search, the corresponding game round in the Dixit dataset, and
the Dixit card that was the storyteller’s choice in that round. The
search was done in the third week of November 2021.

3.3 Dixit dataset exploration
Table 1 shows an overview of the Dixit training dataset. For each
type of game (4 players, 5 players, or 6 players) it shows the to-
tal number of records, and the distribution of those records over
the number of votes that the storyteller’s card received. The distri-
butions in the validation and test datasets are comparable. If the
storyteller’s card received 0 votes or the maximum number of votes,
the storyteller scored no points. The higher the number of votes
that the storyteller’s card received, the easier it apparently was for
the players to select the correct card.

Table 1: Overview of the Dixit training dataset.

votes for storyteller’s card ratios

Game setup total
records 0 1 2 3 4 5

4 players 41442 0.173 0.279 0.300 0.248
5 players 15539 0.183 0.235 0.234 0.206 0.142
6 players 35999 0.203 0.219 0.200 0.166 0.131 0.081

Since the goal of the voting phase of the game is to pinpoint
the storyteller’s card, we define the accuracy of a prediction as
the ratio between the number of votes for the correct card, and
the total number of votes. From the data shown in Table 1 we can
calculate the accuracies of human players for the games in the
training set (the ratio of the number of correct votes and the total
number of votes for each player count). We also calculated these
accuracies for the validation and test datasets. It should be noted
that humans choose from one card less than the number of players,
as they are not allowed to select their own card. The accuracies of
human players in our dataset are listed in Table 2.

Each of the records contains a hint, and about a quarter of the
records also have an explanation. Since both of these are related
to the storyteller’s card, we fed them to a wordcloud function to
get an impression of the variety of keywords for each card. Two
examples are shown in Figure 3, the top one for the top-left card in
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Table 2: Human intelligence accuracies. Players choose from
one card less than the number of players.

Game setup training validation test

4 players (3 cards) 0.541 0.542 0.539
5 players (4 cards) 0.472 0.472 0.469
6 players (5 cards) 0.410 0.410 0.411

Figure 3: Wordclouds for two Dixit cards.

Figure 1, and the bottom one for the top-right card in Figure 1. The
wordclouds demonstrated to us that, while different cardsmay share
certain keywords (e.g., “time” in the wordclouds shown in Figure
3), the association weights would generally be different. Moreover,
the wordclouds confirmed the appearance of the common practice
of using historical and cultural references in hints (e.g., “Einstein”
and “Interstellar” in the top wordcloud in Figure 3, and “Beauty and
the Beast” and “Snow White” in the bottom one).

3.4 Baseline model
The frequencies by which cards were chosen by the storyteller var-
ied considerably in the training set (and similarly in the validation
and test sets). The explanation for this is that certain images are
more inspirational or easier for a storyteller to find suitable hints for.
The highest-frequency card was selected 1541 times (1.66%, bottom-
left in Figure 1), while the lowest-frequency card was selected 767
times (0.82%, bottom-right in Figure 1).

For the baseline model we use the selection frequency ordering
of the cards. I.e., from the cards that the player has to select the
storyteller’s card, the one which has the highest selection frequency

Figure 4: Accuracy of the keyword similarity model for dif-
ferent numbers of keywords.

is predicted if no other information is available. This leads to the
following accuracies for the validation and test datasets:

Table 3: Baseline model accuracies.

Game setup validation test

4 cards 0.292 0.288
5 cards 0.233 0.234
6 cards 0.215 0.213

3.5 Keyword similarity model
We used the TF-IDF algorithm (Subsection 2.4) to determine, for
each of the Dixit cards, TF-IDF scores for “keywords” (words and
short phrases up to three words in length) used in the hints and ex-
planations associated with the cards in the training dataset. During
the training phase, we generated a vocabulary of the most relevant
keywords (i.e., the ones with the highest TF-IDF scores) for each
card using the scikit-learn Python library.

The keyword similarity model (KSM) takes a hint for an un-
known card, and then calculates a simlarity score for each of the
cards on display. It does this by summing the TF-IDF scores in the
vocabulary for that card for the keywords that occur in the hint.
The card with the highest similarity score is considered the most
likely to be the card that the storyteller created the hint for.

Using the training set and the validation set, we determined that
1100 keywords in each of the vocabularies sufficed, as the accuracy
of the prediction of the KSM no longer increased when more words
and phrases were added (see Figure 4).

The accuracies for the KSM on the validation and test datasets
are as follows:

The output of the KSM consists of the two cards with the highest
similarity score ordered by their ranking, alongside their respective
scores (or, if only one card gets a score, that card). It occasionally
happens that the hint contains no words that occur in any of the
vocabularies of the cards on display. In that case, the model gives
no predictions.
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Table 4: keyword similarity model accuracies.

Game setup validation test

4 cards 0.443 0.440
5 cards 0.407 0.389
6 cards 0.360 0.358

3.6 Web search model
For each of the hints and explanations for each of the cards in the
training set, we did a Google search (using the Python googlesearch
library), and recorded from the first tenweb links in the search result
but kept all the ones that referred to wikipedia.org or fandom.com.
We tallied the frequency of all those links for each of the storyteller
cards. This gave us for each card a list of links with a frequency score
that represents how indicative that link is for the corresponding
card. The total number of links found on the basis of the training
set was 116,321, of which 64,916 were unique.

The web search model (WSM) takes a hint and uses a Google
search to find the ten most relevant web links. Of these, for each of
the cards on display, it adds up the scores in the link score list, which
results in a web search score for each of the cards. If at least one
of the cards receives a score, then the output of the WSM consists
of the two cards with the highest score ordered by their ranking,
alongside their respective scores (or, if only one card gets a score,
that card).

If none of the cards receives a score (because no matching links
are found), but there is at least onewikipedia.org or fandom.com link
in the search results, then a different approach is taken. Using either
the Python wikipedia library for wikipedia.org links, or the Python
BeautifulSoup4 library for fandom.com links, the summaries for the
pages to which the corresponding links lead are gathered. Then
TF-IDF scores are calculated, based on the keyword vocabularies
from the KSM and the concatenated summary texts for each of the
cards. In this case, the output of the WSM consists of the two cards
with the highest TF-IDF score ordered by their ranking, alongside
their respective scores (or, if only one card gets a score, that card).

If neither approach produces a result, then the WSM gives no
predictions.

The accuracies for the WSM on the validation and test datasets
are as follows:

Table 5: web search model accuracies.

Game setup validation test

4 cards 0.363 0.358
5 cards 0.354 0.320
6 cards 0.291 0.294

3.7 Decision model
The decision model receives the outputs from the KSM and the
WSM. The two outputs of the KSM are cards 𝑘𝑠1 and 𝑘𝑠2, where
𝑘𝑠1 has a higher ranking than 𝑘𝑠2. The two outputs of the WSM are
cards𝑤𝑠1 and𝑤𝑠2, where𝑤𝑠1 has a higher ranking than𝑤𝑠2. If the

output values are cards, then they are labeled as numbers between
1 and 84; if an output value is no prediction, then it is labelled as 0.

The decision model decides on the AI’s guess for the storyteller’s
card based on the outputs of the KSM and the WSM. This decision
is made by taking the following steps, in order, until a step ends
with a card being returned:

1. If neither the KSM nor theWSMmakes a prediction, then the
card with the highest frequency is returned, i.e., the baseline
model is used.

2. If only the WSM makes a prediction,𝑤𝑠1 is returned.
3. If only the KSM makes a prediction, 𝑘𝑠1 is returned.
4. If 𝑘𝑠1 = 𝑤𝑠1, 𝑘𝑠1 is returned.
5. If 𝑘𝑠1 = 𝑤𝑠2 and 𝑘𝑠2 ≠ 𝑤𝑠1, 𝑘𝑠1 is returned.
6. If 𝑘𝑠2 = 𝑤𝑠1 and 𝑘𝑠1 ≠ 𝑤𝑠2, 𝑘𝑠2 is returned.
7. If 𝑘𝑠1 ≠ 𝑤𝑠2 and 𝑘𝑠2 ≠ 𝑤𝑠1, 𝑘𝑠1 is returned, because the

KSM accuracy is consistently higher than theWSM accuracy.
8. If 𝑘𝑠1 = 𝑤𝑠2 and 𝑘𝑠2 = 𝑤𝑠1, the highest-ranked card for the

model with the highest confidence is returned.
In the last step, for each of the models the confidence score is

calculated as the absolute difference between the scores of the two
cards, divided by the score of the highest-ranked card (a value
between 0 and 1). The higher the confidence score, the bigger the
difference between the scores of the two cards produced by the
model, and thus the more confident the model is that the first card
is correct.

The results for the decision model, which comprises the Dixit
AI, are discussed in the next section.

4 RESULTS
The Dixit AI agent is trained on the training set, which is validated
on the validation set, and then tested on the test set. The validation
set and test set each contain 11,623 records. Of these records, 44.6%
are 4-player games, 16.7% are 5-player games, and 38.7% are 6-
player games. The predictions that our algorithm made on these
two datasets are the following:

Table 6: Dixit AI agent predictions.

KSM and WSM validation test
predictions total correct ratio total correct ratio

no prediction 713 164 0.230 703 178 0.253
only WSM 1514 597 0.394 1510 580 0.384
only KSM 3502 1523 0.435 3598 1538 0.427
same prediction 3926 2599 0.662 3909 2559 0.655
different predictions 1968 688 0.350 1903 648 0.341

In Table 6, each row represents a different case of the decision
model algorithm, namely: (1) no model makes a prediction, i.e., step
1 of the decision model; (2) only the WSM makes a prediction, i.e.,
step 2 of the decision model; (3) only the KSM makes a prediction,
i.e., step 3 of the decision model; (4) theWSM and the KSMmake the
same prediction, i.e., step 4 of the decision model; and (5) the two
models make different predictions, i.e., steps 5 to 8 of the decision
model. In each row in the table, for the validation and the test
sets, we show the total number of predictions made, the number of
correct predictions, and the ratio of these two values.
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Figure 5: Accuracies of different models.

Table 6 consists of the tallied counts for all games in the training
set, regardless the number of players. As we did for the baseline
model, the KSM, and the WSM, we calculated the accuracies of the
Dixit AI agent (i.e., the decision model) separately for each number
of players. They are as follows:

Table 7: Dixit AI agent accuracies.

Game setup validation test

4 cards 0.523 0.516
5 cards 0.488 0.472
6 cards 0.427 0.424

Figure 5 compares human players’ accuracies when predicting
the storyteller’s card to the baseline model, the keyword similarity
model, the web search model and the Dixit AI, in different game
setups (number of cards to choose from). For the 4-player games,
humans select from 3 cards, while for the 6-player games, humans
select from 5 cards. The models select from the same number of
cards as there are players in the game. That is why only humans
have an accuracy for 3 cards, and humans have no accuracy for 6
cards.

From Figure 5 it is clear that, while each of the models used by it-
self does not perform as well as humans do, the Dixit AI agent which
combines the different models manages to consistently outperform
the average human on the accuracy of its predictions.

5 DISCUSSION
In this section we discuss an interpretation of the results obtained
(5.1), as well as potential improvements to the performance (5.2)
and the limitations of the Dixit AI agent (5.3).

5.1 Interpretation
The aim of this research was to create a Dixit AI agent which
performs better than humans at predicting the storyteller’s card,
using a straightforward keyword similarity model (KSM) and web
searchmodel (WSM). As Figure 5 shows, this goal has been achieved
under various game setups.

Human players as as well as our predictive models were consis-
tently better than the frequency-based baseline. What is of particu-
lar interest, is that while the KSM and WSM individually reached
lower predictive accuracy than humans, their combination (the
Dixit AI) consistently surpassed human accuracy. One possible jus-
tification may be the fact that most human predictions and hints
are often based on universal knowledge and public information,
which can be “decoded” by the KSM and/or retrieved by the WSM.

We note that the KSM consistently outperformed the WSM, and
when applicable, human prediction accuracy only marginally ex-
ceeded that of the KSM. This tells us that a keyword-based approach
which “learns” from past game play sessions can by itself be a rea-
sonably accurate predictor. We speculate that players with long
experience in Dixit may indeed develop a personal, efficient lexicon
which they apply to specific card hints in more than one game play
sessions. This may also be an explanation to why KSM reaches
near-human accuracy by itself.

The approach that we present in this paper is image-agnostic;
our algorithm is not based on computer vision techniques and thus
does not attempt to interpret the illustration of each game card.
We believe that this is a reasonable approach, given the fact that
the artwork on the Dixit cards is open to multiple interpretations
by design, and can incorporate a variety of different concepts. Our
research shows that a deterministic approach can detect patterns in
the ways human players visualise and articulate concepts deriving
from such artwork.

5.2 Performance
Our Dixit AI, using a straightforward keyword similarity model
(KSM) and web search model (WSM), succeeds at our aim of per-
forming better than average humans. We observed that neither of
the models used by the decision model by themselves surpasses
human performance, but in combination they do. This entails that
each model brings different information to the AI.

The question is whether the AI agent can perform even better
than it does now. Two options are to improve the existing models,
such as improving the WSM by not limiting it to only wikipedia.org
and fandom.com, and to add even more models, such as a model
that interprets the images on the cards.

However, we suspect that the performance cannot increasemuch,
for two reasons. The first reason is that a considerable number
of hints refer to common-ground information that is specifically
associated with the players (e.g., inside jokes), and there is no way
that an AI agent can acquire this information. The second reason
is that the goal of the storyteller is to formulate a hint that is
purposefully hard to interpret; it is expected that the AI agent will
misinterpret a considerable number of hints. The main explanation
for its successful performance is that it manages to exploit historic
data on human hints to connect card images to topics that are
regularly associated with those card images.

5.3 Limitations
If the Dixit AI agent we created were to be used in practice, it would
need to be retrained regularly, in particular the WSM, as it is based
on Google queries. The result of such queries changes over time; for
instance, the query “NFTs” produces a different result for a Google
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search now than it did when we collected data. Moreover, since
Dixit players often use hints that refer to current news, one should
expect that the quality of the AI agent will deteriorate over time
if no retraining takes place. It might even be helpful to give some
priority to hints that were formulated recently compared to older
hints.

A strong limitation of our Dixit AI agent is that it plays only half
the game: we did not give the AI agent the ability to participate in
the decoy card selection for each given hint and to take the role of
the storyteller. The task of selecting a card from the hand can be
done with the same algorithm, though the pool of candidate cards
are those the AI agent has "in hand". A simple implementation of
a storyteller AI agent would pick a hint from the dataset of hints.
To avoid selecting hints that are by definition meaningless to the
players, the AI agent could give precedence to those hints which
it would make a correct prediction for, with a random selection of
cards on display. A more advanced version of a storyteller AI agent
would generate original hints based on webpages which are often
linked to a card. We expect that more sophisticated approaches may
be devised. However, since testing the quality of a storyteller AI
agent depends on the ability to let the AI agent play a considerable
number of games with human players, this research would be very
time-intensive.

6 CONCLUSION
In the research field of social game AI, in our research we developed
an AI agent that plays the audience part of the game Dixit, in which
players have to select a card from a card display based on a hint that
is purposefully vague. Our AI agent combines a keyword similarity
model and a web search model to make a decision on which card the
hint refers to. The AI agent outperforms humans, with an accuracy
of 0.516 (versus human accuracy of 0.469) when selecting from 4
cards, and an accuracy of 0.472 (versus human accuracy of 0.411)
when selecting from 5 cards. The accuracy for selecting from 6 cards
is 0.424 (there is no comparison with human accuracy available,
but the Dixit AI agent which selects from 6 cards is more accurate
than an average human who selects from 5 cards).

The game of Dixit is a relevant challenge for AI research, as to
play it well the AI agent must simulate an understanding of vague
associations with news, culture, art, and general knowledge. It is
unknown how much more accurate a Dixit AI agent can be than
we managed to achieve, but it is unlikely that big improvements
are possible as the hints given for the cards are deliberately hard to
understand. An interesting challenge for future research in Dixit
AI is to complete the AI agent by allowing it to play the role of the
storyteller, who generates the hints for cards.
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